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Abstract. This paper proposes a facial attributes learning algorithm
with deep convolutional neural networks (CNN). Instead of jointly pre-
dicting all the facial attributes (40 attributes in our case) with a shared
CNN feature extraction hierarchy, we cluster the facial attributes into
groups and the CNN only shares features within each group in later fea-
ture extraction stages to jointly predicts the attributes in each group
respectively. This paper also proposes a simple yet e↵ective attribute
clustering algorithm, based on the observation that some attributes are
more collaborated (their prediction accuracy improve more when jointly
learned) than others, and the proposed deep network is referred to as the
collaborative learning network. Contrary to the previous state-of-the-art
facial attribute recognition methods which require pre-training on exter-
nal datasets, the proposed collaborative learning network is trained for
attribute recognition from scratch without external data while achiev-
ing the best attribute recognition accuracy on the challenging CelebA
dataset and the second best on the LFW dataset.

1 Introduction

Face attributes are deemed to be middle-level concepts which human use to
describe a certain person. Empirically, when we describe a person, we may
choose some characteristics on his/her attributes, such as gender, age, color,
hair style(also see Fig.1). Apart from many entertainment applications inspired
by attribute prediction, it contributes to improve the performance of relative
tasks as well, including face verification [1], [2], [3], and [4], face retrieval [5], [6]
and [3], suspect search according to eyewitness descriptions [7], and some rele-
vant work about object recognition or classification [8], [9], and [10]. All above
previous work has proved that attributes act as powerful representations of im-
ages, extracting discriminative features benefit the following process and boost
the final performance.

In order to accurately and robustly predict attributes from images, a general
process is divided into four standard steps: 1) detect faces in a picture [11], [12],
and [13]; 2) face alignment [12], [14], and [15]; 3) feature extraction; 4) classifi-
cation about the presence/absence of each attribute. In this paper, we will focus
on the latter two steps that given a face after alignment, and then predict the
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Fig. 1. Illustration of the facial attribute prediction on CelebA.

presence or absence of each required attributes which is similar to describ as-
pects of visual appearance. Some papers suggest extracting hand-crafted features
from the entire images or several specified local parts of the subject. Although
well-designed features could sometime achieve appreciable results, it may lack
of robustness in images with large variations or deformations of objects. On the
other hand, the deep learning framework especially deep convolutional neural
network (CNN) [16], [17], and [18] is widely used to extract the features recently
due to its superb ability to learn e↵ective feature representations. It is a promis-
ing idea to use this deep network, nevertheless, given millions of labeled persons,
the existing methods still need extra labels such as identity labels or other la-
beled data to pre-train or fine-tuning their nets which seems quite une�cient.
Therefore, we instead present a new framework to address this issue by excavat-
ing valuable information behind the given data and providing priori knowledge
benefits for designing a most suitable network.

In this paper, we propose a collaborative learning network to simultaneously
predict 40 face attributes via a single model. Intuitively, modeling each attribute
independently would be the best way to gain the superior accuracy and max-
imize the extraction of knowledge in the data whereas we consider it a heavy
computational engineering more than a suitable model. Hence, we put forward
a CNN structure equipped with well-designed both width and depth to jointly
predict all the facial attributes with a shared feature extraction hierarchy and
independent classification layers. Noticeably, our end-to-end model outperforms
existing methods, gaining significant improvement in terms of the predicting
accuracy evaluated on the CelebA [19]. On this basis, we further optimize our
model inspired by [20], which described the hierarchical organization of face
processing in the ventral stream. Similar to the visual cortical area organization
which transforms the same low-level input into di↵erent representations in dif-
ferent visual cortical areas, we cluster the facial attributes into groups and the
CNN only shares features within each group in later feature extraction stages
to jointly predicts the attributes in each group respectively like the di↵erent vi-
sual cortical areas. This novel structure helps to further improve the predicting
performance that significantly advances state-of-the-art attribute recognition on
the CelebA. In summary, the contributions of our paper include:
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- A well-designed convolutional neural network for predicting all the at-
tributes both end to end and simultaneously.

- A simple yet useful algorithm to explore a pair-wise relationship between
attributes and cluster them into di↵erent groups so that a new CNN structure
can be built refer to above clusters.

- A novel framework that attributes share low-level feature extraction in the
earlier stages of CNN, while focus on the relative tasks within a group in later
stages that we called collaborative learning framework;

- Experiments which demonstrate that the collaborative learning framework
significantly advances state-of-the-art attribute predicting on the CelebA dataset
and the second best on the LFW dataset.

2 Relative work

Attribute recognition methods are generally categorized into two groups: hand-
crafted features and deep learning methods. Extracting hand-crafted features at
pre-defined land-marks is mentioned in [1], [8], [4] and [21]. [1] extracted hand-
crafted features from di↵erent regions as “low-level” features, and then compute
visual traits for attribute classification and face verification. [8] adopted color,
texture, visual words, and edges as a base feature, shape, part and material as
semantic attributes , embedding auxiliary discriminative attributes for describ-
ing objects. [21] and [4] improve the discriminativeness of hand-crafted features
via specializing a particular domain and set of parts or stronger classifier such
as three-level SVM system. Deep learning method including [19], [22], [23], [24],
[25], [26] and [27] has achieved great success in attribute predicting and any
other vision tasks. Among these significant previous work, [19] and [22] are the
most relevant work with ours. The method in [19] cascades two CNNs, LNet and
ANet, where LNet locates the entire face region and ANet extracts high-level face
representation from the located region. The FC layer of Anet, namely, high-level
representation is then adopted to train forty SVM classifiers for each attribute
prediction. During the training process, LNet is pre-trained with one thousand
object categories of ImageNet [28], while ANet is pre-trained by distinguishing
massive face identities. In other word, both CNNs need large extra datasets in
order to achieve good initialization. Besides, the overall method can be called
Features+Classifier that motivated by the AdaBoost algorithm taken by Ku-
mar et al. [29] which seems like optimizing each attributes model independently
rather than end-to-end training simultaneously. Instead of relying on manually
annotated images, Wang et al. [22] proposed a feature learning method relies on
processing extra identity-unlabeled data and embeddings from a few supervised
tasks. Actually, they still need extra datasets.

To sum up, all above significant prior work provided a variety of useful meth-
ods, especially [19] and [22] which equipped with the competitive results and we
will present their results as our strong baseline. The evaluation of above methods
will be conducted on the benchmarks CelebA [30] and LFW datasets [31]. The
attributes labels of these two datasets is provided by [19].
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3 Our Approach

Framework Overview Fig.2 illustrates our pipeline where a CNN model pre-
dicts all the facial attributes end-to-end as show in (a), while attributes clustering
and the improved model as show in (b) and (c).

In the first step, we design a convolutional neural network learns multiple
attribute labels simultaneously and predicts every attributes end to end.

In the second step, we exploit some latent information among the attributes.
If the dataset consists of n people equipped withm attributes, it can be regard as
n samples to explore the relevance to each pair of m attributes. If two attributes
always appear to be the same output, namely presence or absence, we can con-
sider them as positive correlation whereas one attribute is presence/absence,
but the other one always appears to be the opposite state, we call them negative
correlation. Mining from these large samples, we can draw a similarity matrix of
these m attributes. And then, all the attributes can be clustered into k groups
base on above matrix which is of great importance for the following step.

In the third step, di↵er from the general CNN structure, we present a novel
collaborative network : on the bottom five stages, the net shares weights globally
that works on extracting the rough features from the entire image; in the later
feature extraction stage, the net is split to k branches based on the second step
with each branch sharing weights within their own group that focuses on the the
correlated tasks. At last, the net break into m mini-branches corresponding to m
attributes classifiers. Benefit from this architecture, the bottom stage can gen-
erate better features because of more supervised labels and the top stage would
promote each other when they have correlated tasks, that we called collaborative
network.

Fig. 2. The proposed pipeline of attribute prediction.
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3.1 A well-designed convolutional neural network

To predict the m attributes of a given image end-to-end, we adopt CNN as our
feature extractor and classifier while the network in [19] is learned to extract
features and SVM classifiers are used to predict attributes. We design a CNN
structure as follows: the whole net can be divided into six stages with five max-
pooling layers and each stage consists of four general convolution layers, batch
normalization layers, non-linear(ReLU) layers whose depth is designed such that
neurons in the highest layer have the e↵ective receptive fields of approximately
1.5 ? 2 times of the input sizes. And the number of filters in convolution layer
preceding each pooling layer is always doubly expanded which used to be an em-
pirical trick. After the last stage, all the feature maps are flattened into a vector,
and connected to a FC layer whose size is 256 that is suitable for acting as a
high-level feature. The classification layer is made up of m mini-classifiers corre-
sponding to m attributes. Although the ANet in [19] was trained by classifying
massive face identities in the pre-train stage, and there are some tricks during
training in order to learn discriminative features with a large number of identi-
ties, our network is only fed by given dataset from scratch without pre-training.
Our model achieves an impressive performance in CelebA and LFW datasets
with the training process straight and concise. The detail of our network can be
seen in Fig.3.

Fig. 3. The structure of our well-designed convolutional neural network.

3.2 Modeling the relationship among attributes

Inspired by [20], we expect to build a model works as the visual cortical areas that
receiving the low-level input, selective attention is paid to a particular attribute.
Consequently, a pair-wise relationship among attributes should be established
based on the relationship. With the face dataset consisted of n images, each
labeled by m attributes, we will provide a simple yet useful algorithm to model
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the relationship among attributes. In CelebA, n denotes 162770 training samples
while m indicating 40 attributes. As each attribute is represented as a binary
code, 1 denoting presence while 0 denoting absence of a certain attribute, we
can generate a n ⇤m matrix to present these data:

0

BBBBBBBBBB@

A1 A2 · · · Aj · · · m
P1 I(P1, A1) I(P1, A2) · · · I(P1, Aj) · · · I(P1, Am)
P2 I(P2, A1) I(P2, A2) · · · I(P2, Aj) · · · I(P2, Am)
...

...
...

...
...

...
...

Pi I(Pi, A1) I(Pi, A2) · · · I(Pi, Aj) · · · I(Pi, Am)
...

...
...

...
...

...
...

Pn I(Pn, A1) I(Pn, A2) · · · I(Pn, Aj) · · · I(Pn, Am)

1

CCCCCCCCCCA

(1)

Where Pi presents the i-th person and Aj donotes the j-th attribute. For a given
sample Pi, let I(Pi, Aj) : Pi, Aj ! {0, 1} be a function yielding the binary
ground truth label for Pi and Aj , where i 2 {1, · · · , n} is the people index and
j 2 {1, · · · ,m}is the attribute index.

After this, all of the samples have been organized as above matrix(Eg. (1))
and each column vector belongs to a specified attribute. In order to explore
a pair-wise relationship among attributes, we can calculate the co-occurrence
of each two attributes. If they always appear to be the same output, we can
consider them as positive correlation. Hence ,we define the following equation as
their similarity:

s(Aj , Aj0) = p(Aj = 1, Aj0 = 1) + p(Aj = 0, Aj0 = 0) (2)

p(Aj = 1, Aj0 = 1) =
N(I(Pi, Aj) = I(Pi, Aj0) = 1)

n
(3)

p(Aj = 0, Aj0 = 0) =
N(I(Pi, Aj) = I(Pi, Aj0) = 0)

n
(4)

Aj and Aj0 are two attributes, and N(I(Pi, Aj) = I(Pi, Aj0) = 1/0) corresponds
to the num of both Aj and Aj0 are equal to 1/0.

After computing the similarity between two attributes nodes through above
measures, we may model the relationship as a similar matrix:

0

BBBBB@

A1 A2 · · · Am

A1 s(A1, A1) s(A1, A2) · · · s(A1, Am)
A2 s(A2, A1) s(A2, A2) · · · s(A2, Am)
...

...
...

...
...

Am s(Am, A1) s(An, A2) · · · s(Am, Am)

1

CCCCCA
(5)

We cluster these m attributes according to the similar matrix in a way mo-
tivated by K-means.

step 1: We choose k attributes as initial cluster centers;
step 2: Each attribute is assigned to its closest cluster center base on the

similar matrix;
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step 3: Each cluster center is updated according to the above new groups;
step 4: Back to step2 until no further change in cluster centers.
In the later experiments analysis, we choose k = 6. In fact, attribute predic-

tion accuracy is improved consistently for di↵erent numbers of clusters (K), i.e.,
K=4,5,6,7,8. Besides, we find that the attribute clusters have carried semantic
concepts.

3.3 Collaborative learning network

After exploring the relationship between attributes, a new CNN architecture is
presented in this section. We still believe that end-to-end is a better way exploit-
ing all correlation instead of separating of feature extraction and attribute clas-
sification. Therefore, a collaborative learning network is presented in Figure.4.

Fig. 4. Collaborative learning network.

During the first five stages, all the filters are globally-shared like our origi-
nal net which aim at extracting the rough features over the entire image. And
then, our net is divided into k sub-nets based on the clustering results provided
by section 3.1. In other word, in the last stage, our net generates k branches



8 Shiyao Wang, Zhidong Deng, Zhenyang Wang

corresponding to the k clusters that including three standard units (a convolu-
tion layer, a batch normalization layer and a non-linear layer) and the filters are
shared within their own branch respectively. In this way, each branch focuses on
the specified and discriminative features extracting for relative attributes recog-
nition and collaboratively learning by sharing the filters. Benefit from above
stages, the features are rich and specialized enough for classification, so that we
can apply the m classifiers after that process. Our collaborative network is still
fed by the given attribute dataset and initialized with random weights. Contrary
to our original net, the final accuracy is improved a lot compared with the strong
baseline in [19] and [22] which well demonstrated our assumption.

4 EXPERIMENT

In this section we evaluate the e↵ectiveness of collaborative learning network
with quantitative results on two standard facial attribute datasets called CelebA
and LFWA datasets. CelebA contains ten thousand identities, each of which has
twenty images. For this dataset, there are eight thousand identities with 162770
images for training, another one thousand identities with 19867 images for vali-
dation and the remaining 19962 images for testing. LFWA has 13, 233 images of
5, 749 identities. Each image in CelebA and LFWA is annotated with forty face
attributes. Our network is implemented based on the framework of ca↵e [32], and
conducted on two GPUs with data parallelism. In all experiments, our models
are trained using stochastic gradient descent (SGD) algorithm with a mini-batch
of 64. The learning rate is initialized to 0.001 and repeatedly decreased 3 times,
until it arrives at 1e-6. We run our net through the whole training data with only
8 epochs and a momentum of 0.9 is used in the entire training process to make
SGD stable and fast. In the following sections, we conduct three kinds of ex-
periments. First, we present a comparison between an end-to-end convolutional
neural network and an approach separates the feature extraction and classifi-
cation in [19]; Second, we show the pairwise relationship between attributes in
section 4.2 and a new CNN structure based on the above relationship is also
presented; Last but not the least, some existing approaches including the sate-
of-the-art are reported in section 4.3 that proves our approach has advanced the
other methods.

4.1 An end-to-end convolutional neural network for attribute
prediction

In this section, we compare the method in [19] and our well-designed convolu-
tional neural network in order to demonstrate a way of end-to-end is able to
achieve the higher accuracy. The Although Liu et al. [19] suggested to extract
features via network and feed to independent linear SVMs for final attribute
classification, we believe that our network has equipped with the ability of classi-
fication over 40 attributes labels as supervisory signals. Besides, contract to some
suggestion that independently optimize each attributes by di↵erent networks, we
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Fig. 5. Attribute prediction results of our method and [19].

tend to gather all the attributes together account for the collaborative learning.
Actually, the comparison in figure.5 shows the average accuracy of LNets+ANet
[19] is 87% while our net can achieve 90%. Almost every attributes have been
improved, and the maximum improvement can obtain 15% (Wearing Necklace).
Consequently, we suggest that predicting face attributes though an end-to-end
convolutional neural network would be better and all the attributes can be set
as supervised signals in the meanwhile. When [19] prefers pre-taining by massive
face identities for attribute prediction, we tend to train from scratch. Recogniz-
ing identities and attributes are two intuitively contradictive tasks. The former
suppresses face variations unrelated to identities, such as pose, expression, age,
wearing hat etc. while the latter reserves such variations. For comparison, we
pre-train our model for face recognition on the Celeb face dataset and fine-tune
it for attribute recognition. It gets 89.35% accuracy, inferior to 90.41% of the
model without pre-training.

4.2 A collaborative learning network based on the pair wise
relationship of attributes

We compute the correlation between two attributes as described in Sec.2.2. Note
that the relationship between any two sets of attributes can be computed in
the same way. The correlation value is in the range of [0, 1], meaning positive
correlation, respectively. And then we cluster all the attributes into six groups
which presented as:

Cluster #1: High Cheekbones, Mouth Slightly Open, Smiling;
Cluster #2: No Beard, Young;
Cluster #3: Arched Eyebrows, Attractive, Heavy Makeup, Pointy Nose, Wavy

Hair, Wearing Lipstick;
Cluster #4: Bags Under Eyes, Big Nose, Male;
Cluster #5: Black Hair, Oval Face, Straight Hair;
Cluster #6: 5 o Clock Shadow, Bald, Bangs, Big Lips, Blond Hair, Blurry,

Brown Hair, Bushy Eyebrows, Chubby, Double Chin, Eyeglasses, Goatee, Gray
Hair, Mustache, Narrow Eyes, Pale Skin, Receding Hairline, Rosy Cheeks, Side-
burns, Wearing Earrings, Wearing Hat, Wearing Necklace, Wearing Necktie;
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It seems that the clusters have carried some semantics concepts: Mouth
Slightly Open has highly positive correlation with Smiling and they are in cluster
#1; No Beard is clustered with Young; Attractive, Heavy Makeup and Wear-
ing are in cluster #3. We adopt these group information into our collaborative
network by dividing our net into six branches on the last stage of original struc-
ture. The average accuracy is further improved from 90% to 91%. All groups
get consistent improvement. 0.5%, 0.3%, 0.4%, 0.1%, 0.4%, and 0.2% average
improvement is acquired for each of the six groups, respectively. We make a
comparison between our original net and collaborative net for each attributes
in Fig.6.(a). Why collaborative network helps to further improve the predicting
accuracy? We consider that although there are 160 thousand images for training,
the labels are not balanced such as Gray Hair which we only have 4% samples of
positive labels.When add several relative attributes, the model will be capable of
generating better features. In addition, we conduct anther experiment to prove
the e↵ectiveness of our framework. We designed three models taking di↵erent
input sizes and network depth, all of which are based on the design principles in
section 3.1. As show in Fig.6.(b), all these three models achieve higher accuracy
compared to our original network. Furthermore, we even applied our proposed
method to GoogLeNet by branching its later feature extraction stages and using
the clustered attributes for supervision. The accuracy is further improved from
90.9% to 91.24%. Therefore our method generally improves the attribute predic-
tion accuracy irrespective of the network architectures that e↵ectively demon-
strate our collaborative learning network.

Fig. 6. (a) Comparison between our original net and collaborative net for each at-
tributes. (b) Performances of three di↵erent models.

4.3 Performance Comparison with Relative Work

In this section, our method is compared with five competitive approaches, i.e.
FaceTracer [29], PANDA-w [26], and PANDA-l [26], Lnets+Anet [19] and Walk
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and Learn [22]. External data are needed during their training process while our
net is trained from scratch without extra data. The average accuracy of all above
methods in CelebA is 81%, 79%, 85%, 87%, 88% and 91%, respectively(also see
Fig.7). We also test these methods on LFWA dataset, and we get the second best.
We check labels of LFWA to find some of images are mis-labeled. For example,
some images labeled “female’ is shown in Fig.8. In order to further evaluate our
model, we cleanse bad labels about “Male” and test our net on that cleaned
labels again. The accuracy of the sex predicting can achieve 98% while it is 94%
in the previous mis-labeled data that meet our expectations. In particular, our
model is even not fine-tuned in LFWA data, and directly tested using the model
trained over CelebA.

Fig. 7. Performance comparison with state of the art methods on 40 binary facial
attributes. (Note that all the methods expect ours need external datasets for training.)

5 CONCLUSION

This paper have proposed a facial attribute learning algorithm with deep convo-
lutional neural networks (CNN). First, we provide a well-designed convolutional
neural network to predict attributes end to end with noticeable improvement.
Second, to take a deep look into all the given attributes, we present a useful
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Fig. 8. Some mis-labeled images in LFWA. (labed “female”).

algorithm to learn a pairwise relationship between them; Third, based on the
above relationship, unlike the previous facial attribute recognition studies which
treated all the attributes equally, this paper discovered the grouping proper-
ties of the facial attributes and designed the deep network which explored the
correlation of the attribute labels. The proposed method consistently improves
the attribute prediction accuracy of very competitive baseline networks such
as GoogLeNet and our designed deep networks. We have demonstrated the ef-
fectiveness of this framework on two challenging face datasets, CelebFaces and
LFW datasets. Instead of pre-training on large-scale face recognition datasets
like the previous state-of-the-art facial attribute recognition methods, the pro-
posed collaborative learning network is trained from scratch without external
data while achieving the best attribute recognition accuracy on the challenging
CelebA face dataset and the second best on the LFW dataset.
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